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Event Correlation for Networked Simulators

Amnon Katz*
University of Alabama, Tuscaloosa, Alabama 35487

The timing and synchronization issues of networked simulation over large distances are studied. It is shown
that the absolute time-stamp is effective in removing inconsistencies between the world pictures presented by
the networked simulators. The tolerance that can be maintained on correlation errors is dominated by the
precision of the dead-reckoning process over a time span that is the sum of propagation delay and clock error.
Dead-reckoning statistics are invoked to determine the level of correlation that can be achieved for global
networking. The clock accuracy required for this purpose is assessed.

Nomenclature
tn = frame time, nth frame, the epoch at which a

frame display is complete
A?c. = clock error
A'DR = dead-reckoning interval, an interval following an

update that dead-reckoning can maintain
prescribed error limits

A^DR — upward adjusted dead-reckoning interval,
consisting of the smallest number of simulation
frames that exceeds A/DR

A/,- = frame interval
Afp = propagation delay
A/ra = reception advance, how long in advance of

frame-time information must be received to be
included in the frame display

Arv = synchronization delay, interval between
beginning of blackout period and sender's
previous frame time

Ar ta = transmission advance, how long before
frame-time information is transmitted
(if not withheld)

I. Introduction

T HE subject of this article is long-haul networked simu-
lation. We address the accuracy with which remotely

located simulators can represent close quarter interaction be-
tween the entities they simulate. Formation flying is a prime
example for such an interaction.

The analysis links the resulting accuracy with the precision
of the "dead-reckoning" process used to predict the future
states of the players. Quantitative bounds on the accuracy
possible with currently known methods of dead-reckoning are
provided. The absolute time-stamp plays a key role in the
analysis.

The concept of large-scale, remotely placed distributed in-
teractive simulation (DIS) has been pursued by the U.S. mil-
itary for several years. The purpose is to create a synthetic
battlefield in which units operating simulators located at their
home bases can participate and interact. The same concept
is applicable to civilian scenarios, air traffic control being one.
The many simulators communicate over an internet (realized
by use of local and long-haul physical links). The simulators
broadcast information packets, known as PDUs (protocol data
units) in which information computed in one simulator is shared
with all others.
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In order to allow realistic interactions between all players,
the worlds they observe must be closely correlated in space
and time. The importance of timing was pointed out early.1

The requirement for a time-stamp is included in the DIS data
exchange standard from its first version.2 Optionally, this is
an absolute time-stamp, derived from synchronized clocks.

At the time of this writing, the absolute time-stamp has
never been employed. This is partly due to the lack of a
commonly available source for sufficiently accurate synchro-
nized time. The situation is changing. The global positioning
system (GPS) now offers this functionality. The University of
Alabama has developed and demonstrated a GPS-based ab-
solute clock for use in simulation.3

Quite apart from the lack of equipment, the function of
the time-stamp is not generally understood within the DIS
community. Correlation accuracy is largely a long-haul issue,
that is critical only where precise close quarter interaction is
required between entities that are simulated remotely. As
such, it can be easily overlooked. This article highlights the
role of the time-stamp in the consistent simulation of close
interactions.

In Sec. II we lay the groundwork and point out the incon-
sistencies that arise from the use of raw positions reported by
remote, or even local, simulators. Section III shows how an
absolute time-stamp eliminates the systematic errors. The dis-
crepancy between what different simulators display is reduced
to a question of the accuracy of dead-reckoning. Equation (7)
relates the allowed combined value of propagation delay and
clock error to A^DR , the interval over which dead-reckoning4

can maintain the prescribed precision.
In Sec. IV we draw on recent work on dead-reckoning5"7

to establish a quantitative relationship between the precision
required and ArDR. Section V spells out the precision limits
within which close-quarter interactions can be simulated over
a global network. A recommended specification for the ac-
curacy of the absolute clock follows.

II. Event Correlation
In discussing correlations in space and time, we adopt the

terminology that has long been prevalent in relativity physics:
1) Space-time, the four-dimensional space parametrized by

three space coordinates and time, e.g., (x, y, z, t ) .
2) Event, a point in space-time. Such occurrences as det-

onations, launching of projectiles and missiles, or collisions
are discrete events.

3) World line, a curve in space-time that allows a unique
event with each time (epoch). Enduring objects trace world
lines. The object (or rather its center or representative point)
is at some unique space location at any given time.

The simulation exercise unfolds in terms of the world lines
of the participating entities, and the events where such entities
initiate action, or sustain damage. Other related information
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516 KATZ: NETWORKED SIMULATORS

about the entity, including its orientation, is also maintained
along the world line.

Simulators break time into discrete simulation frames that
typically last anywhere from 5 to 100 ms, depending on the
level of fidelity of the device. We will accept the rate at which
the information in visual displays is updated as the frame rate.
We will refer to the times when a complete display is shown
as frame times. The events at the intersection of frame times
with world lines will be called frame events. The difference
between consecutive frame times will be called frame interval
and denoted A/,-.

Simulators represent world lines by sequences of discrete
frame events. At each frame time, the simulator's display
reflects a set of frame events for the different players all
corresponding to its own frame time. We will call this set of
events a frame display.

Dynamic computations for the ownership and collection
and processing of data regarding other players must be re-
peated for each frame. These procedures may be accom-
plished during the frame. More often it takes longer than a
frame interval, and computations for successive frame times
are staggered. It is typical that the display generator pre-
pares the frame display for the nth frame at the same time
as the host computer performs dynamic computations for the
(n + l)st frame, and peripheral devices collect data for the
(n + 2)nd frame. In any event, PDUs to be used in preparing
a frame display must be received in advance of the frame
time. By the same token, ownship information must be avail-
able in advance of frame time and, therefore, can be trans-
mitted in advance of frame time.

We introduce the following terminology: 1) reception ad-
vance Afra and 2) transmission advance Afta (see Nomencla-
ture).

Consider several simulators that share the same sequence
of frame times, are subject to the same values of A/ra and Arra,
and, further, satisfy

Artu > Afra (1)
where Af;, is the propagation delay over the net. In this case
the positions transmitted can be picked up and used by the
other simulators without adjustment and without attention to
times and time-stamps.

The situation described above is atypical. Even when the
simulators are synchronized, condition (1) is likely not to be
satisfied. In general, however, the relationship between re-
motely located simulators is asynchronous; their frames agree
neither in length nor in phase. There is a great deal to be said
for this type of architecture. It allows simulators to be inde-
pendent of one another. Common failure points are elimi-
nated. The failure of any unit deprives the total system of no
more than the representation of the entities computed there.
Simulators of different type and complexity can play together.

In this general case, however, it is not permissible to use
the positions transmitted by other simulators without adjust-
ment. The error involved in the use of raw position, measured
as a distance in the receiving simulator's display is given by

AJC = (2)

where Af is the discrepancy between the original event time
and the frame time at which the position is displayed, and V
is the speed of the entity in question.

The case of formation flying, wingtip-to-wingtip, may serve
to illustrate the pitfall of using broadcast positions uncor-
rected. Suppose the two simulators are synchronized. They
share the same sequence of frame times

(3)

and common values of Arra and Af t a. Let us further assume
that the simulators are close to each other so that the prop-

Table 1 Typical speeds of simulated entities and
related position errors

Distance per
Vehicle Speed, km/hr 16-ms frame, m
Ground vehicle
Helicopter
Transport
Mach 1
Mach3

100
250
700

1225
3675

0.44
1.11
3.11
5.44

16.33

NG

LEAD

FRAME n FRAME n+1 FRAME n+2
Fig. 1 Formation flying with raw positions.

agation delay Af/7 can be neglected. Still, let Eq. (1) be violated
because the reception advance is slightly longer than the trans-
mission advance:

= Af fM + £ (4)

L, the simulator representing the lead aircraft, transmits the
position Xn for its nth frame at time tn - A/ta. This is too late
for simulator W representing the wingman, to include in its
nth frame display. It is included in Ws (n + l)st frame. The
wingman then places himself alongside Xn and transmits this
position. The earliest that L might be able to display this
information is at its (n + 2)nd frame. The lead pilot observes
his wingman aligned with where he was two frame intervals
earlier (Fig. 1), at the same time that the wing pilot sees the
wingtips perfectly aligned.

Obviously, fast movers are more sensitive to this problem.
Some examples are assembled in Table 1. The errors shown
can be tolerated uncorrected for displays of ground vehicles
and for even Mach 3 fighters interacting at a distance. For
the Mach 3 fighters flying formation they are clearly unac-
ceptable.

The effect is further aggravated by propagation delays. A
propagation delay equal to one frame interval increases the
observed discrepancy by two frame intervals. Similar effects
apply to simulators that are not synchronized. In every case,
propagation delay increases the discrepancy between the ob-
servations of the lead pilot and his wingman.

Data packages exchanged between the networked simula-
tors travel at or close to the speed of light of c = 2.998 x
10s m/s (about 1 ft/ns). This is much higher than any of the
speeds listed in Table 1. Table 2 offers a sampling of time-
distance correlation using the speed of light. It is seen that
the influence of propagation delay on the position error is a
long-haul effect. Over global distances, or using a geosta-
tionary satellite as a relay station, the effects are very signif-
icant. Reduction of the propagation rate in cables and addi-
tional delays in switching equipment aggravate the problem.
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Table 2 Speed-of-light delays

Time interval Distance

:1Value recommended in Sec. V.

Note

1 ns
I / i s

-» 100 /us
1 ms

16 ms
67 ms

240ms

0.3 m
300m
30 km

300km
480km

20,000 km
70,000 km

1 ft
1,000ft
^-Target time-stamp accuracy11

Typical simulation frame
Halfway around the globe
To geostationary satellite and back

III. Absolute Time-Stamp
The problems described in the previous section arise from

the use of raw information that is wrong for the frame time.
They are eliminated by use of the absolute time-stamp. With
the time-stamp included, the PDU conveys not a position,
but rather an event. Given a sequence of events corresponding
to the world line of entity B, simulator A must reconstruct
the world line and derive the frame events it requires. This
is done by a process of estimation known, in the DIS context,
as dead-reckoning. A more detailed consideration of DIS dead-
reckoning is deferred to Sec. IV. For a general survey of
dead-reckoning algorithms, see Ref. 4. For recent advances,
see Refs. 5-7.

Figure 2 shows the world lines of entities A and B simulated
in devices designated similarly. Simulator B represents the
world line of its ownship by the frame events shown as circles.
This information is broadcast on the net and becomes avail-
able to simulator A, which in turn derives the frame events
it needs, shown as diamonds. Assuming a capacity for perfect
dead-reckoning, the positions of A and B in A's frame displays
are in precise correlation.

All simulators on the net receive the same PDUs and in
them the identical digital encoding of individual events, in-
cluding those sequences of events that represent world lines.
As a consequence, they all agree on the presentation of ground
truth for all players. Neither differences in frame time, nor
propagation delays of packets, nor even inaccuracy of the
absolute clock, can create a conflict as to where every player
is when.

On a closer look, however, even though all simulators re-
ceive the same PDUs, they do not all receive them in time
for a particular frame display. Figure 3 addresses this point
for simulator A in its task of preparing for the nth frame
display at tAn. The frame events computed by both simulators,
each for its respective entity, are shown as circles. A's frame
events that are already computed and transmitted are shown
solid. They run to tAn. The ones that are still not done are
shown in outline. Similarly, those frame events that have been
received from B in time for use in preparing A's nth frame
display are shown solid. These are the ones received no later
than tAn - A^ra. Later frame events for B (that are not
available for the nth frame) are only outlined. What A needs
for its nth frame is B's frame event at its own frame time,
which is shown as a solid diamond. A must estimate the dia-
mond event based on B's solid circles.

Not only is there no circle on B's line at the diamond,
several of the circles earlier than the diamond are not solid.
They fall into a "blackout period" (Fig. 3) that is due to the
cumulative effect of the following:

1) The excess of A^ra over Afsta. The transmissions of B
may be advanced by less than the reception by A must be.

2) A discrepancy between the absolute clocks of A and B.
If its clock is late by Afc, B believes that time tAn — A^ra has
not arrived yet. In consequence information pertaining to B
in the interval (tAn - Afc - A^ta, tAn - Affl ta) will not have
been transmitted.

3) Propagation delay. Frame events that have been broad-
cast by B in the interval (tAn - A^ra - A^, tAn - A^ra) have
not been received by A in time.

Fig. 2 A's estimation of frame events on B's world line.

Fig. 3 Blackout period.

The blackout period consists of A's reception advance to
which the clock error (B's clock relative delay) must be added,
from which B's transmission advance is subtracted, and to
which the propagation delay is added. Figure 3 illustrates the
blackout period.

The interval St between A's frame time and the frame time
of B's most recent event that can be included in A's frame
display includes in addition to the blackout period also the
synchronization delay—the interval between the beginning
of the blackout period and B's actual preceding frame time.
8t is the interval over which A must "dead-reckon" B's state
(Fig. 4). This interval is

8t = (5)

The longer 8t, the more shaky the estimate of the solid
diamond becomes. Nevertheless, no systematic error is in-
volved. In cases where future positions can be perfectly pre-
dicted (e.g., when B maintains uniform motion) the diamond
event can be computed without error, regardless of how out-
dated the available data.

Note that we have set out to identify the worst case. If B's
clock were early instead of late, it would have made A's task
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Fig. 4 Interval requiring dead-reckoning.

easier. But ZTs task would then be more difficult. Whenever
the two clocks are not in sync, one simulator's task (and dead-
reckoning accuracy) is hurt.

In an extreme case of a fast clock, B might have broadcast
information for later than tAn. This causes no problem for A.
The information about the future is not revealed to the pilot.
It merely turns the simulator's task of estimating 5's position
at tAn easier, being an interpolation rather than a prediction.

Similarly A's reception advance might have been less than
£'s transmission advance. This would have made things easier
for A, but, in all likelihood, then A's transmission advance
would be shorter too, making it more difficult for B. In gen-
eral, a higher fidelity simulator running shorter frame inter-
vals will require less reception advance and offer a shorter
transmission advance. A simulator will find its dead-reckoning
task more difficult when it interacts with a device of higher
fidelity than itself.

Propagation delays hurt both sides of the communication
link. The dead-reckoning task of all simulators becomes more
difficult as propagation delays increase. And propagation de-
lays as a function of distance cannot be below the values shown
in Table 2.

When simulators are unsynchronized, the worst case syn-
chronization delay equals the frame time of the sending sim-
ulator.

Permissible network delays and clock errors are limited by
the interval AfDR over which dead-reckoning can maintain the
desired accuracy. The condition may be stated as

dt < (6)
Using Eq. (5), with the clock error taken positive for worst
case, this becomes

A/,, - (A/«ra - Arvtll) - (7)
In the last expression the subscripts A and B have been re-
placed by R and S, standing for receiver and sender.

The main ingredient in the upper bound Eq. (7) is AfDR.
The next section is concerned with estimates of this param-
eter.

IV. Dead-Reckoning
In the last section, dead-reckoning—the extrapolation of

position from outdated information—was introduced as a ne-
cessity imposed by timing details. Up-to-date information is
not available and therefore one must extrapolate. The DIS
standard, drawing upon the practice of the earlier SIMNET
protocol,8 introduces dead-reckoning as a process of choice
for the purpose of reducing network traffic. Every simulator
withholds information as long as same can be dead-reckoned
with sufficient accuracy. The originating simulator verifies this

last point by dead-reckoning the position and orientation of
its ownship and comparing them to its computed ground-
truth. Only when the difference exceeds a predetermined tol-
erance is an update broadcast.

The current DIS standard does not guarantee the selected
threshold at the receiver's simulator. That end requires a
stricter standard based on Eq. (7). It is not our purpose here
to define this stricter standard. Nor do we concern ourselves
with the very real problem of how the sending simulator might
determine the frame in which an update is required to meet
Eq. (7). The purpose of this discussion of the standard is
merely as background for the data from which we estimate
ArDR.

In Refs. 5-7 this author, together with K. Graham, derived
improved dead-reckoning algorithms for airplanes in coor-
dinated flight. These algorithms were evaluated by computing
the number of updates required by DIS rules for a given flight
history. (Note that Refs. 5-7 as well as this article use co-
ordinate invariant tolerances.) Conventional algorithms con-
sisting of second-order extrapolation of position and first or-
der for orientation were also treated for comparison. The data
used described an F-16 maneuvering in the vertical plane.
Reference 7 includes analysis of additional data (X-31, and
helicopter). However, the F-16 data proved most conserva-
tive. In the following we call on it as representing the worst
case.

In the references, an arbitrary threshold of 10 ft in position
and 10 deg in orientation was set, and the number of updates
tabulated for the different dead-reckoning algorithms. For our
present purpose we need the update interval ArDR as a function
of threshold. The information was produced with the software
and methods of Ref. 5 and is presented in Table 3 for con-
ventional dead-reckoning, and in Table 4 for the improved
dead-reckoning of Katz and Graham (K&G).

Note that the data in Tables 3 and 4 are not the true dead-
reckoning limit ArDR, but rather intervals over which infor-
mation is withheld under the DIS standard. We denote this
interval by A/^R- It is obtained from ArDR by extending to an
integral number of frames.

In Refs. 5-7 the driving consideration was network traffic,
which is determined by the average A/^R- (The average is
defined as the overall flight time divided by the number of
updates. It may be obtained as the arithmetic average of the
individual A/^ intervals.) In the current context, the worst
case arises in conjunction with the smallest permissible delay.
Minimum values of AJ^R are tabulated here for the first time.
The F-16 data was generated in 25-ms frames. As a result,
all values of minimum Af ̂ R in the tables are multiples of 25
ms. The minimum cannot be less than one frame (25 ms).

Our next task is to estimate the minimum value of ArDR as
a function of threshold, based on the data in the tables. Clearly

- Ar, < (8)

where Af; is the simulation frame. So long as the intervals are
long compared to the frame, one would expect a uniform

Table 3 Dead-reckoning update interval Af pR, second-order
position and first-order orientation

Dead-reckoning interval
Threshold A^pR , ms

Position,
m

0.1
0.3
1.0
3.0

10.0
30.0

100.0
300.0

Orientation,
deg

1
1
3

10
30
30
30
30

Average

57
59

149
435

1067
1215
1305
1355

Minimum

25
25
50

150
475
475
475
475
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Table 4 Dead-reckoning update interval Af DR, with the phugoid
_______________method of K&G_______________

Dead-reckoning interval
Threshold AfrtR , ms

Position,
m

0.1
0.3
1.0
3.0

10.0
30.0

100.0
300.0

Orientation,
deg

1
1
3

10
30
30
30
30

Average
130
173
476

1305
2348
3202
4403
5871

Minimum

25
25

100
300

1675
1375
1450
3225

Table 5 Interaction fidelity vs AfDR

Threshold
Position,
m

Orientation,
deg

Conservative A/DR, ms
Second-
order* K&Gb

1.0
3.0

10.0

3
10
30

25
125
450

75
275

1650
aSecond-order position, first-order orientation. hK&G phugoid method.

distribution of threshold exceedance over the frame, in which
case the lower bound in Eq. (8) would prevail:

- Af, (9)

As the true ArDR becomes shorter than a frame, Eq. (9) be-
comes overly conservative, since threshold violations concen-
trate in the early part of each frame. In either case A^R -
Afy is a lower bound on A^DR. We are going to use it as a
conservative estimate. Table 5 correlates fidelity thresholds
with this estimate of A/^R.

V. Conclusions
We are now in a position to draw some conclusions about

what is feasible in the way of global interactive simulation and
what is required of the absolute clock in order to realize it.

Table 2 shows that speed-of-light global communications
entails net delays of 67 ms. If K&G dead-reckoning is em-
ployed, the tolerances of line 1 of Table 5—1m and 3 deg—
can be achieved, leaving a cushion of 8 ms for the other terms
in Eq. (7). This is a tight reserve. Without clock error, A/y
must be no more than 8 ms (a frame rate of 125 Hz). It would
not make sense to let clock error use up more than a fraction
of 1 ms. By the same token, there is no urgency to make
clock errors a very small fraction of a millisecond.

Staying with more traditional dead-reckoning algorithms,
one must settle for a tolerance close to that of line 2 of Table
5—3 m and 10 deg. The error budget is not quite as tight;
again the clock error should not be more than one millisecond,
but does not need to be much less.

With the K&G improved dead-reckoning, the error thresh-
olds of line 2 can be maintained even with a geostationary
satellite as a relay station. Note that the K&G methods are
predicated on coordinated flying. They apply to loose for-
mations, but not to rigid formations where the wingman must
deviate from coordinations. Falling back to the more tradi-
tional methods rules out the use of a geostationary satellite
for rigid formations.

Traditional methods coupled with transmission by geosta-
tionary satellite and the corresponding line 3 tolerances are
adequate for many interactions. The timing requirements and
the timing error budget are less severe.

In conclusion, a clock accuracy of 1 ms is marginally ade-
quate. This level of accuracy can be approached or achieved
by use of radio signals broadcast by the National Institute of

Standards and Technology (NIST) from its radio stations WWV,
WWVB, and WWVH.9 At one time this author advocated
such a system for DIS and held (on a more heuristic basis)
that 1-ms accuracy would suffice.1 The GPS clock maintains
an accuracy about three orders of magnitude better, at no
added cost. For this reason the GPS approach should be pre-
ferred.

With the GPS system, the accuracy can easily be tightened
to say, 100 /ms. This helps the timing error budget of networked
systems at no extra cost. The other factor of 50-100 in ac-
curacy may be best used by permitting the timing signal from
a single GPS clock to be distributed to a number of simulators.
Distribution delays of about 100 jus can be tolerated without
correction. Based on speed-of-light propagation (Table 2),
one clock can serve simulators within a radius of 30 km. Near
speed-of-light distribution of a timing signal could be accom-
plished by a dedicated radio link. Distribution in dedicated
wires or optical fibers can reduce the speed of propagation,
and with it the permissible size of the site, by a factor of 2 to
3. Distribution by a local net is dominated by processing de-
lays at nodes, which further restricts site dimensions. These
considerations as they apply to the architecture of a simulation
site are addressed in Ref. 10.

The reader may be wondering what happened to the old-
fashioned "transport delay." Does it not affect formation flying
over the net? Of course it does. Delayed response makes all
control tasks more difficult, and formation flying is no ex-
ception. However, transport delay does not enter the question
of the consistency between the pictures of reality observed
by the two players. This was the only issue we addressed.
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